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Description

The EyeCon software is a camera-based motion sensing system developed by Frieder Weiss. It is being developed for the interactive dance performance work of the Palindrome Inter-Media Performance Group. The first version was written in 1995. 

Applications

EyeCon allows movement to control or generate sounds, music, text, stage lighting or projectable art. It is adaptable to an enormous number of applications, lending itself to experimentation in genuinely new directions in the performing arts. It offers an easy to use way to create video interactive environments without the need to go into graphical or script based programming. Also, people without computer skills are able to setup interesting interactive installations, dance pieces, and so on. See >artistic considerations<.

EyeCon has been used by a number of theater and dance groups as well as singers and performance artists. The Palindrome IMPG piece 'Seine hohle Form' uses EyeCon to control an interactive MAX/MSP patch written by Butch Rovan The piece was awarded First Prize at the Berlin Transmediale in 2002 (category: "interactive art"). EyeCon was also the basis for various installation works developed during the EU workshop project 'Realtime Presence' which were presented at Ars Electronica 2002 and the Cynetart festival in Dresden.

Comments, Suggestions, Bugs

We are interested in your feedback. Please write us at eyecon@palindrome.de.


Credits

We are indebted to numerous artists and engineers who have worked with eyecon and given us their feedback. 

These include... Humatic (Christian Graupner, Niels Peters), Theater der Klänge, Georg Hobmeier, Jean-Marc Duchenne, Tenteki, Pablo Ventura, Blue-Lab, Orm Finnendahl, Dominik Rinnhofer, Thomas Neuhaus, Butch Rovan and many other. 

The authors would especially like to thank Bertrand Merlier for his assistance with this manual. (Bertrand Merlier and Jean-Marc Duchenne created the piece "4Hands", which is EyeCon-driven).

EyeCon

Introduction: 

Human movement in general, and dance in particular, is made up of many parameters. In one case the overall speed may be important, in another the exact position of the limbs in space and in a third case, we may be concerned with the body's position in the room. The point is, EyeCon allows motion to be detecting and measured according to a variety of motion parameters and this is what makes it useful to artists. 

How is it done

A video signal is fed into the computer and the video image appears on the computer screen. Using the mouse, one draws lines or fields in various colours over the video image. If a performer touches one of these imaginary lines or moves within one of the fields, something happens, for example, a certain sound might be heard. This is the basic principle of Touchlines and Dynamic Fields. Colour Tracking works by tracking the movement of dancers according to the color of their costumes. Thus, in contrast to Touchlines or Dynamic Fields, it is the relative positions of the dancers which is important. This means the distance between dancers, or the direction they move on stage can be used to alter the music. Also, different dancers, in different colours, can have different effects on the output. 

Motion Sensing

touchlines: lines are drawn on the video image on the computer screen acting as trigger areas for presence of body parts or objects.

dynamic fields: respond to total movement in user-defined field. Can be used to trigger sounds and images and control volume and pitch of sound files. 

feature fields: allow formal analysis of objects in video image, for example, overall size, shape (width compared to height), left-most point, right-most point (etc.) and degree of left-right symmetry. 

position tracking: track the individual position of one or multiple persons or objects in the video image.

Outputs Include: 

Internal or External MIDI with control over all MIDI-standard commands (pitch-bend, volume, etc.) 

Sample Player for sound files with control over volume, panning, pitch, etc.

Ethernet based network output, OSC compatible.

Still image and video canvas allows motion to select between pictures, control the speed of a video, etc.

DSP (e.g. Max/msp) via MIDI or OSC.

Interface Description

In this chapter you will learn about EyeCons features and the function of the different windows and the meaning of the controls. 

The EyeCon software can be divided in two completely different parts: motion detection and multimedia action(s). The concept of EyeCons is that you create motion sensing elements which are in many cases graphically represented as lines and rectangular fields. The Element Editor is the main mapping panel where you assign how movement controls media. Media output includes MIDI functionality, sound sample player control, ethernet UDP and OSC communication, picture and video control. 

EyeCon has two operating modes, Simulation and RUN mode. In RUN mode that actual video analysis is performed and media is played. In simulation mode you can use tiny boxes and move them with the mouse to emulate moving objects in the video image. The Control window allows you to control the main parameters of the video processing like camera selection, threshold for movement detection, basic timing etc.

The Video window allows you to watch the live video and see how the motion sensing elements react.

To allow the creation of complex interactive setups, EyeCon offers a scene managment function. Each sensing element is functional in a selectable level. The Sequencer Window allows you to arrange these interactive setup levels.

Element Editor

The element window is the main window of the software. There, you can choose your detection objects, define their behaviour and their properties, that means the actions that they will trigger and control. Whenever you create an element it will show up in the Elementlist and the graphical representation will be displayed on top of the live video (in case of lines and fields).

Layout

The editor window is structured into different columns: 

· Create: A list of creation buttons for the different element-types; Lines, Fields, Communication, etc. 

· List: A list of all elements in that eyecon setup. Parameters for the highlighted entry are shown in the other fields of the editor window. 

· Options: Basic parameters, identifier, element group and scene level relevant to all object types 

· Tweak: Element type specific parameters. 

· Properties: The mapped output settings. 

Element types 

An element can be a: 

· Line (a touchline), 

· Field (a box), 

· Tracker object (a mobile object following motion), 

· Static object, 

· Sensor object 

· Midi object. 

Each element has its own set of parameters that will latter be presented in detail. Some of the elements parameters are just valid for a specific element type while most of them are valid for all element types. 

In principal each element is calculating a logical on/off result and one numerical value. In case of touchline the logical state is the presence or absence of an object along the line, while the numerical value is representing the point where the object cuts the line. For dynamic fields the logical state is calculated from the presence or absence of any movement while the numerical value represents the amount of movement in the field.

Element Editor

Creating new Elements

As already stated before, EyeCon software can be divided in two completely different parts: motion detection and multimedia action(s). The Element Editor is the main mapping panel where you assign how movement controls media. 

First, you must create a new element (line or field or …) from the Create list. This element appears in 2 places: in the Element list and in the Display window. At first, the new element appears as a small object in the left top corner. You can graphically change this element size and position. Now, if you want the new element to trigger an action, you must define its options and behaviour in the Element window. 
Element Types

· Line When the picture of your gesture crosses or covers the line or touchline, actions are trigged. 

· Field When the picture of your gesture enters or moves in this area, actions are trigged. 

· Tracker Object position tracking feature. 

· Static This element works in relation with levels and groups. When the right levels and groups are selected (for example by a sequencer action), then actions are trigged. This element is not at all related to motion tracking, but it is used for configuration purposes. 

· Sensor This element allows to program actions trigged by external switches and sensors plugged into the COM port. 

· Midi This is a MIDI input. 

Other functions

· Copy This button allows to duplicate the currently selected element. 

· Import This button allows to load element parameters from an external file into the currently selected element. 

· Export This button allows to save the currently selected element parameters into an external file. 

· Delete This button allows to delete the currently selected element.

Element Editor - Elementlist

The second column in the Element-Editor hold a list with all the elements. If you select one element it is highlighted in the graphical view. The element specific settings are loaded into the parameter fields of the editor. 

Clicking with the right mouse button on the element list opens a context menu. 

· Show all Show all elements in the project (default). If you turn this off, only the elements in the active levels are displayed. 

· Multiple Selection Allows to select more than one entry of the list. If multiple elements are selected, parameter changes affect all the se selected elements. (Not fully supported yet) 

Element Editor - Midi Options

The following section describes in detail how to use the different midi settings. But first i want to give a short description about the midi protocol. Midi was defined in the early 80s to make connections between keyboards and synthesizers. Til then every sound synthesizer needed its own keyboard. With midi it became possible to connect different synthesizers and play them from one physical keyboard. 

Nowadays Midi is used as an easy to understand protocol for all kinds of inter system communication. It can not only be used to connect external midi synthesizers through a physical midi port. Each computer has a built-in midi synthesizer you can play from EyeCon. 

There are also ways to install 'virtual' midi ports. Those allow to use the logic of midi commands to communicate with other programs on your local computer. Popular 'virtual' midi ports are 'Hubi's loopback' or 'Midi-Yoke'. Both can be found on the internet. You can use them to play a software synthesizer or other software with midi input from EyeCon. There is also a midi-driver that lets you send midi information through a network or through the intenet ('Midi via Net').

 

The midi protocol is sending abstract information, that means it is not sending chunks of recorded music through a network. The midi protocol is based on the concept of playing a musical keyboard. Eyerything you can control on a keyboard has it's representation in the midi protocol. The basic information that is sent is pitch and velocity of the key you press. There are also commands to switch to a certain sound patch, change the volume, use the pitch wheel and modulation controls you find on most keyboards.

The midi protocol uses so called channels to logically structure the information flow. The use of channels makes it possible to play different voices (sound patches) simultaneously. You might setup two voices on channel 1 and 2 with for example piano and flute. In the midi logic that means you're sending patch change commands on channel 1 and 2 to set them to the desired sound setting. Now you can send out note commands. when they are on channel 1 you will hear a piano sound, notes on channel 2 play the flute. Pitch bend or volume controllers are also just valid for the chanel they are sent on. 

Midi Notes: command to turn a note on or off. A midi note command carries information about the used channel, the key (pitch) and the velocity (how hard you hit the key) of the note. A velocity of 0 is used as 'note off' command. Key and velocity values are represented by numbers in the range 0..127.

Midi Control: command to change sound settings. A midi control command sends information about the used channel, a controler number to address effects (like volume, modulation, panning etc) and the controller number. There are 127 different controller values possible, some have predefined meaning (7 = volume), most of them don't. The controller value is represented by a number between 0..127.

Patch Change: select a sound patch for a specific channel.

Element Editor - Midi Output

Setting up Midi Output

Eyecon allows you to send out all kinds of midi commands in different ways. The midi section is distributed on two pages called 'Midi-Note' and 'Midi-Control'.

Note Type

· No Note No midi notes played 

· Single Plays the midi-notes when the logical state of the element is switched to on, and turns the note off again, when play state is changed to off. In case of a touchline the note is playing as long as you touch the line, after leaving the line the note stops. 

· Repetitive As long as the element is triggered, the note is repeatedly played with the basic program timebase (set in the control panel). The speed is also affected by the debounce parameter, higher values of debounce slow the the playing rate down. 

· Permanent The midinote is triggered when the element is switched to play-state (touchline hit). The note is not turned off when the element is no longer triggered. Technically spoken, the midi note off comand is suppressed. This feature is used either to trigger continues sounds or to send trigger information to other programs that are not sound related. 

· Off If this checkbox is selected, eyecon is sending a 'all note off' command for the element specific midi channel before playing a note. This is often used in combination with Permanent notes. Setup two different lines with the permanent and the off option selected and set them to play different notes with for example an organ sound. The two lines will act as a toggle between the two sounds. One line is cutting out the sound of the other line before playing its own sound. 

· Velocity A midi note command always sends out a note pitch and a note velocity together. In EyeCon the normal procedure is to send out a note when you trigger an element. The note velocity is detemined by the elements current action value (i.e triger position on a touchline) mapped to a range of velocity values (Vel From..Vel To). If the action value is changed but the play state is not, there is no new command sent out 

UDP - OSC An Introduction

The UDP protocol

The UDP- and OSC protocols allow the use of normal ethernet network connection to send information between computers and other interactive media systems. Because of its speed and availability in almost every new computer it's a good replacement for the MIDI interface in many cases.

The UDP protocol is based on IP network connections. That means, you address other network clients with an IP address. Unlike the TCP protocol, UDP does not include a procedure for ensuring that individual messages are not lost in transit. Under normal network conditions, it is not uncommon for individual messages to be lost or damaged. By omitting the error checking that is a part of the TCP protocol, UDP can be faster in some circumstances.

UDP should only be used for sending frequent messages that are meant to update information, such as the position information from the motion tracker or data from dynamic fields etc. Because this kind of information is usually sent frequently or in every processing cycle, the interactive control in a host system is not adversely affected if an occasional message is lost in transit, since another update message will be sent soon. The UDP protocol should not be used for messages that must always succeed, such as server commands or other critical messages.

You have to come up with your own definitions of how the data is structured. In EyeCon you can send UDP strings that represent the on/off state of an element and the numeric information an element is representing. 

The OSC protocol

OSC is the abbreviation of OpenSound Control. It is a protocol for communication among computers, sound synthesizers, and other multimedia devices that is optimized for modern networking technology like Ethernet, USB, Firewire etc. That means it is not necessarely transported via UDP network, but in most practical uses it is used as another layer on top of UDP connections to standardize the way in which information is transferred between media systems. UDP is protocol to transfer blocks of data via ethernet connections. How the data is organized in a block of data is not specified. This makes another protocol-layer like OSC necessary.

OSC has been developed by the 'Center for New Music and Audio Technologies' of the university of Berkeley. It is available for many media systems that are used nowadays like Max/MSP, Supercollider, CSound, Pd, Reaktor etc. 

For further information look at http://cnmat.cnmat.berkeley.edu/OSC/
OSC and Max/MSP

You can download a MAX/MSP patch that demonstrates the use of the OSC protocol from http://cnmat.cnmat.berkeley.edu/OSC/Max
 

OSC and FLOSC

Flosc is a java server that allows the control of Macromedia Flash Animations via OSC. Basically it is a software that can receive OSC packets from EyeCon and transform the information in XML based files that can be accessed from inside Macromedia Flash. Look at http://www.benchun.net/flosc/ for details

EyeCon and the OSC protocol 

Allthough it is possible to use plain UDP protocol to send motion trecking data, most likely you will want to use the OpenSound Control protocol to transfer information between EyeCon and other systems like Max/MSP.

How to setup UDP and OSC connections:

First of all, you have to setup the computers IP addresses. Open the address setup dialog under menu entry Window-UDP-Hosts, by pressing 'Ctrl-F9' or by clicking on the button above the UDP-host entry field on the 'CMD/OSC' page. 

You can setup a list of computers and assign symbolic names for each receiver and the used IP address and port numbers. This information must reflect the settings in the connected computers. The field 'Options' is usually preset with the option 'Bundle' which means, that multiple numeric informations are sent in one UDP datagram. You usually dont have to change this option.

The field 'Own IP Addresses' is for information only.

Connecting via OSC - step by step

To configure information exchange between EyeCon and a connected computer you have to perform the following steps:

1. Create an EyeCon element, for example a touchline

2. Switch to the CMD/UDP page in the properties section of the element.

3. Enable UDP-OSC 'Use' Checkbox

4. Select a Host from the dropdown combobox 'Host'. It holds all entries that have been defined in the 'UDP-Hosts' dialog box.

5. Enter a OSC parameter specification in the 'Value' field. The first part of the line is allways an address string that addresses the specific function in the receiver. 

6. Check the 'Each cycle' checkbox, if you want the information be sent in every processing cycle, even if the information is not changed.

For OSC connections some of the fields are disabled.

If you need help in setting up the paramter line, press the 'Compose' button. A dialog box assists you in setting up the message. The available Parameters depend on the type of the element. For touchlines you have Position (Pos) and Width (Wid) as possible parameters. The value range for an element parameter is usually 0.0 to 1.0 in floating point notation. 

Live Video Window

The display window is the viewing area of Eyecon. You can display live video picture an the graphical elements; You change the element position by moving the graphical elements with the mouse. By moving tiny colored blocks with the mouse you can simulate changes in the video picture.

When performing, you can see such a picture.When an element is activated, its colour changes and a small dot appears to display the "action value". On the picture, the hands triggers a touchline element (called intro). This green touchline becomes purple. A small green dot shows the average position of the hands. This dot position may be in relation with the action parameters.
Editing graphical elements

The live video window is where you position the graphical elements. Drag the endpoints of the lines and boxes to move the corners. If you select a graphical element between the endpoints you can move the element without changing size and orientation.

Monitoring element action

As described the element also responds to visual changes when in RUN mode. For lines the following changes are graphically represented:

If the line is touched at all than the color is changed to the complementary color of the line. The actual pixels which are triggered reamin at the original color. A little box appears to represent the action value of the line. This value is used to determine output settings like volume, pitch etc. (if line not only used as on/off trigger). Depending on the line settings this value is calculated from the average of all triggered pixels or the first or last triggerd pixel along the line.

For 'dynamic fields' there appears a short white line on the right side of the box which represent the action value for the box. 

For 'feature fields' (right, left etc.) a full-length line is drawn to represent the action value.

Simulation mode

The four colour squares at the left bottom of the window are test spots. Use the right mouse button to pick a square and move it through the touchlines or the fields. You will be able to test the action of your elements.

Note: This function only works in Stop mode!
Note: The colour of the squares don't have a meaning for lines or fields! Use any colour for your own convenience. The color was used for color specific position tracking (no longer supported)
Button description

The Switches in the toolbar allow you to select the following functions: 

- View 

Opens a new window where you can proceed to several actions on the display, the background(s) and the analysis processes. Multiple Views can be opened to monitor different aspects of the analysis process.

The View window allows you to save Bitmap images to the harddisk.

- Edit / Lock
Edit is a toggle button linked with Lock (see below) 

Enables/disables moving the graphical elements on screen. Lock mode prevents unwanted incidental element movement. When you are performing on stage, it is a good idea to lock the elements in order to avoid any unwanted trouble. Default value: Edit.

- Undo
Restores position of graphical element to the state before last change. (just one move for now)

- Show
Shows / hides the graphical elements on the screen (lines, boxes…). In hide mode, you only see the camera picture. Default value: On.

- Name
Shows / hides the name (specific text identifier) of all graphical elements. 

- Track
Show outlines of tracked objects (Position tracking)

- Solo
Enable output only for currently selected element (not yet implemented)

Technical information

The bottom of the window displays some technical information: the RGB (Red Green Blue) values, the Y (chrominance) value under the mouse pointer. The Diff values are the differences between the previous values and the background values. If you work with a Black and White camera, the three RGB values should be the same (in fact, it is a grey level) .
The Dif value is the difference between the background memory and what the camera sees. This difference is measures at the mouse position.

Additional View Window

A menu offers the following functions : 

- Current 

- Background1 2 3 display background 

- Dyn Background 

- Show static dif 

- Show dynamic dif 

- Show Filtered 

- Mask static dif 

- Mask dynamic dif 

 

The View window allows you to save Bitmap images to the harddisk. They are stored in the current directory with an automtically produced name.

Control Window 

The Control Window defines basic parameters and holds the important buttons for capturing the background image, start and stop the 'run'-mode.

Timebase

The underlaying timing, a new picture is fetched from the framegrabber after this time (Milliseconds). The PAL videostandard offers 25 full pictures per second, that means 40ms per picture. Therefor 40ms is the default value for the timebase. 

Half of the lines in the picture are updated after 20ms, for timecritical setup like playing percussive instruments you might want to change this setting to 20ms.

Pixel-Threshold

This value determin the minimum brightness or color difference that is necessary to detect a change in the picture. This value depends on the quality of the camera, lighting situation etc. Start with a value of about 80. If using colorcameras start with a value of 160. 

Camera

The currently selected camera.

Background

Takes a picture from all cameras and saves them as reference for comparison with current pictures. Only necessary for objects with static reference like touchlines. Dynamic fields don't use the background picture.

Auto-Background 

Turns on the automatic background compensation. This is usually necessary if lighting conditions are not constant. The parameters for this function can be changed under Options - System Settings - Global - Autobackground
Run - Stop

Switches between Stop mode that allows simulation with the colored boxes and Rund Mode wher EyeCon actually responds to the live video picture.

Panic

Kills all played sounds and stuck midi notes

Monitor Window
The monitor helps you to trace the different generated outputs. It displays selected Midi events, shows the audio files you are playing and helps testing your setup. 

The switch buttons at the top of the window allow to select which outputs you want to monitor.

Using the Sequencer

All the graphical elements you draw in EyeCon belong to a (scene-) level. The current scene level is shown in the sequencer window. When you start creating elements you usually just work within scene-level 1. You can change the scene-level of an element in the options area of the element.

Example: Try making a scene with two touchlines on scene-level 1. Now change the scene-level for one line to 2. It will immediately dissapear from the graphical window, because it's now no longer part of the current scene. Now you can switch the current scene by changing the value in the box with the label 'Green' from 1 to 2. The line on scene-level 1 dissapears, the hidden line on level 2 shows up again.

Sometimes you do not want to switch all the elements, maybe there are global touchlines and also some elements you want to switch between scenes. That is the reason for the (colour) groups. There are four element groups: Green, Yellow, Blue and White. Now you can for example switch the group property of the global elements in our example from Green to Yellow. Switching the current scene-level for 'Green' elements doesn't affect the visibilty of the 'Yellow' elements any more.

Scene setups can become pretty complex with that in mind. In the sequencer window you can type in a cue sheet with comments that allows you to switch between scenes. Instead of switching the scene-level-fields manually, you write commands in the Text-field of the sequencer window. Press the 'Edit' Button to switch to the input mode.

The basic switching commands consist of a charachter for the group-color (G-Y-B-W) and the scene level. You can group multiple commands in one line. After a semicolon you can add comments. (You should also add a blank before the semicolon.)

G1 Y1 B1 W1 ; Initialize all scene-levels to 1

G2 ; Change only green to scene level 2

G3 Y3 ; Change green and yellow elements to scene level 3 

Press the 'Run' Button in the sequencer window and click on the sequencer line you want to activate. The scene changes will be performed immediately.

There are other program options you can change with sequencer commands. 

Cn : switches to camera n (valid range 1..3)

Httt : Pixelthreshold set to value ttt (valid range 1...768, default 100)

Tiii : Time interval between processing of two pictures (valid range 10...1000, default 40)

EyeCon allows you to create an unlimited number of different scenes in one setup-file. 
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